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LONG-RANGEPREDICTION OF NETWORKTRAFFIC

William Alexander
Richard Brice

Los Alamos National Laboratory
Computing Division

Los Alamos, Ml 87544

A method of making long-range computer system workload predic-
tions is presented. The method quantifies the effect of qual~tatlve
changes in computing by identifying assumptions and by considering the
effect of a change on individual users, The method is illustrated by
~n example involving message traffic in a large computer network.

iiey words: Computer networks; long-range forecasting; user behavior;
workload forecasting.

1. Introd Jctlon

Ydni*gemcnt plannlng proce(iures sometimes
equlre com~’uter system worklo~d forecasts
‘or fl~’e or even ten years In the future.
‘resent Ko(k]odd prediction methods arr?
nadequate at such long ranges hec.juse the
hanges in svstem use are llkely to be quall-
ative rather than Just quantitative,
‘erhirp!i J computer measurement professional
hould he relurtant to makt= such long-range
redirtions if, possibly, too much credence
ill he Riven them, Howevet, when you must
akr these predlctlons$ how do you proceed?

In this p~per we present a method for
aking long-range workload predictions ~hat
uantifles the effects of qualitative rh.lnges
n computing, Naturally, such predictions
re somewhat fipeculatlve, and we claim only
o provide a framework with which to organize
nd quantify assumptions. The metho(f con-
Ists of constructing a polynomial expression
or the workload in which each term
“presents the ●ffects of one change. The
erms are constructed hy concentrating on the
!<ect that the change will have 011 ind~v~du-
1 users, This method explicitly represents
ssumptions and allow3 parametric rangrs of
Psults.

Some papers on workload fore~.istlng for
management planning look at currttnt worklo,]d
analysis, others study the extt’nt of growLh
or change In ccmputing actlvlt~es. l.)eterml-
nal..v nf the current work] )a{j IS }Ipd\Illy

represented, ~)rot)ab]y because lt 1- the most
stra-ghtforw~rd process in forecasting,
Predlctlon methods includt’ me~suremriit tech-
niques [ 1-5],1 abstraction of svnthctlc work-
loads frc)m the measl!rements [4,b,7], and
reduction of the measuremt’nt dJtd tu m.indge-
able rnagnltude, for ●xample, clustering
analysis [8-10]. A second category ,]d,iresses
forecasting from a marldgemvnt prrsprltlvv,
These papers attempt to determlr)e ~ro~th or
change in act]vlties thiit m~y Jltrtt rornput-
ing ne~ds. Isolate”d approaches t=xlst that
attempt co bridge the gulf h,-twc{.;l qllalit~l-
tive changes in the activities and their
qua~~titative effects on computer resource re-
quirenwntso Fredictlon methods in tills are~l
include ●xtrai)nlatlon from rcs(llirce require-
ments of rxistlng application i)ro~r.lnls
[ 11-13], !or~casting of iesour~e re,iu, rtvnents
for applications that are not y~t (oml)let~lv

implemented [i4,15], and also some effects of

1
Figures in brarkets inriicate the

erenc-es at the PIId of ~his pa-



f?p’”.
@eedback between workload and level of ser-
‘wice provided to users [16].

The essence of these approaches is to
? determine the nature of the current computing

workload and, using this information to pro-
ject the amount of similar work that will be
done at som~ future time. There are differ-
ences in how the current workload determina-
tions are made and in the fundamental units
of measur? used to describe the workload.
The units of measure range from resource
utilization data for specific computer com-
ponents to characterizations of project ac-
tivities. These approaches seem best suited
for short term (l-2 year) forecasts, because
the effects of quantitative changes are like-
ly to outueigh the effects of qualitative
changes during this interval.

These methoas ~re not suited to our
specific problem, which is to forecast ef-
fects of qualitative changes in computing.
In particular, these approaches do not ad-
dress the influence that revolutions in com-
puting hardsare ~nd services exert on how a
user does his work. A second difficulty in
forecasting is thzt long-term forecasts-are
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almost certain to Se wrong. This difficulty
suggests that these forecasts should be cast
in a form that is easy to update as new in-
formation arrives. Some problems that may
occur if updating is ntit Anticipated are
described in Reference 17.

In Part II, we describe the need to
predict message traffic in the Los Alamos Na-
tional Laboratory (Los Alamos) Integrated
Computing Network up to 1990. In Part III,
we explain our method and illustrate its use.

2. ‘The Problem

2.1 Integrated Computing Network

At Los Alamos, the Central Computing Fa-
cility (CCF) includes iin Integrated Computing
Network (ICN) that allows all “#dlidated com-
puter users at the Laboratory access to al-
most any of the machines or services of the
CCF.

Figure 1 is a schematic diagram of the
ICN. At the “front end” of the !iet\(ork (the
right side c! the diagram) an arbitrary
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number of terminals (currently about 1350)
land remote entry stations are concentrated in
stages to front end switches (the SYNCS), so
that traffic can be routed between any termi-

,nal and any worker computer. Thus, aside
from administrative restrictions, a user can
log in on any worker from any terminal. The
worker computers include three Cray-ls, four
CDC 7600s, one CDC 6600, and two CDC Cyber-73
computers. Each of the worker computers is
connected to the File Transport (F’f) switches
and, by the F’T switches, to the “back end” of
the Network (left side of the diagram). The
FTs allow the workers to send files to each
other ar,d to the special service nodes in the
Network. The special services provided by
the Network at present include

o an output station (PACES) to which are
attached a wide variety of printing and
graphics devices,

o a m~ss storage and archival facility
(CFS) [18], and

o X!SET, which handles file traffic between
workers and computers outside the ICN.

?!essages between workers and S}TJCS are
usually qu]te small and are )lever larger thdn
1000 bytes. Nessages routed through the Fin
can be as large as 25,976 bytes; large files
are broken by the sending machine into mes-
sages no larger than this, and the messages
are sent seqllentially (the ICN is not a
packet-swltchlng network),

In this paper, a “message” is one user-
or program-defined group of bytes (plus net-
work header) transferred together from a
source node to a destination node in the ICN.
“yodt~s” include telminals, worker computers,
and special ser’Jice stations, but not concen-
trators or switches (SYNCS and FTs), From
the point of view of ~letwork implementation,
messages are certainly the appropriate unit
of workload, From a larger view, considering
the ICN as a unit, one migt-,t first thirik of
uorkload in terms of tei-minal sessions, tasks
submitted for execution on worker computers,
●tc. We believe that messages are an addi-
tional valid measure of workload, because
there is a fairly direct correspondence
be?ween user or user program commands and
mes.sages generated. Messages result from a
carrlagc+ return at the terminal and from cer-
tain explicit program function~ or worker
com;~uter command langua~e commands.

With colleagues we have just begun a ncw
network performance measurement and evalua-
tion project on the ICN, This project in-
cludes measurement and ch~ractevization of
message traffic in th~ McttJnrL .NA ---1.-A ~-

and simulation n,odels cf the Network. With
these models we are beginning to identify the
critical resources in the Network as Weli as
to investigate the effe:ts of increased
traffic load, new equipment, and alte~-nate
configurations. Both the measurements and
the models are at present rather crude,

In some of the following analysis we
treat short messages (less than 100 bytes)
and long messages separately, be<ause our
models indicate that different resources are
critical in handling them. The critical
resource “.imiting the Network’s capacity to
carry large messages seems to be buffer space
in the $witches, while line capacity and
switch processor capacity are critical for
small messages,

At present there arr about 3000 users of
the CCF. We mess’lre approximately 20 large
and 80 small messages per second lrr the back
end of the Network and about 100 small mes-
sages per second in the front end. This is
0.06 small and 0.007 large messages [Ier
second per user.

2.2 The Forecasting Assignment

Recently we were asked by mdn.]qemerit to
pred~ct what the network traffic in the ICN
would be at various points in the future up
to the year 1990, 1,0 years from now+ CurrenL
managemel]t forecasts indicate thdt the numler
of users of the Network will grow linearly
from the present 300C to 5700 in 1Y90;
managers also anticipate a certain number of
large worker computers in the Netkork by that
year.

If the kind of work pf’ople do arl{l how
they go shout doing it both Ieini]lneij (:on-
stant, ther: the problem wotJld be relatlvc]y
straightforward, UC might, for exam}~lc, slm”
ply predict that the load in 1990 ui~~~ld be

(570(!/3000) ‘“ (prtsenl load)

ignoring the different numller and k]ilds o!
worker machlncs in 1990 on the assllnp[ Ior)
that rnessagrs are genrrated by pr{~gr~ms and
people, not primarily by machines, }{owpver,
computing habits have changed slgr~lflc.frltly
in the pzst 10 years, and they are llkely to
cgain in the next 10. Tirnesharlng radlrally
altered the way people used computers in the
1970s, ditit.ributcd processing and networks
● re doing it. now, and there mny tw time for
two mor.” revolutions by 1990, Chan~r seems
to be a giv~n in computing, and no cne has
developed a model to predict it. Thus uw
preceded our response with numerous caveats,
●nd, when management promised to heed th~m,



::. =learly, the traditional PME predictive
h~, namely ● ❑odel of the Network, does not
ply directly to this problem; models are
Bigned to take workload as input, not to
●diet it. Furthermore, there exists at
●sent no characterization of our computer
rkload in terms of “worksteps”’ or “’activity
its” [12,13], nor any formula for translat-
g from these to network activity. Finally,
en lf tie had such workload characterization
d such a translation formula, it is not
ear that the formula would be valid for
,mputlng conditions 10 years hence. In
,ct, the nature of the problem and the lack

data f~rc~ rAS into the role of fu~urists,
role - .ch a systems analyst may be no

.tter alifled than the next person.

3. The Solutlon

3.1 The Method

The cenrral idea of our method 1s to
>Ilcentrate on the in.dlvldual user, that 1s.
) predict the effect on the user of future
langes :n net~-crk equipment. tcpology, and
sr~’ices. This lS clearly risky, because
~ople are the least ui,derstood and least
redlrtahle element in compiitlnfz systems.
?vertheless. this foius seems necesrary. be-
ause be do, In fact. belleve that netkork
raffle 1s affected more E,y k-hat pec.ple
hccse to do and how they choose to do lt
han by the equipment they use. Of course.
•t~,jrit tapclOgy, ●.qulpment. and serv~ces

ake cerLaln tasks easy and Gthers mbre dlf-
i~ult. buL so do other factors Ue are I:ot
rv]r,g to llterally predict human behavior;
e arc trylnz to or~ent i~d focus OUK thlnk-
ng in the fdce of too much U1’lCt?rtdlnty.

The first step 1s to ldentlfy factors
hat blil cti~ngp co.npuLlng in our network.
her ke quant.fy the ●ffect of each factor on
et~,;rk traffic that lnd]vldual users gen-
raLe. Finally, we collect the terms
epresentlng each facLor into a polynomial
Xprc’ssitin.

3.2 Five Factors

We were able to ldentlfy five factors
hat we belleve w1ll affect the way people
se the ICN In the next few years. They are
s follGhs.

1. Speclallzatlon of the Network. At
present, CFS and PAGES are speclaliz~d
nodes to which users from any worker
can send files for permdnent storage
or for output. In the future, spe-
cialized nodes for ~ord processing,
for a network status and performance

data base, and for other unanticipated
functions may exist. (In fact, word
processing software is ava~iable on a
PDP-11/70 in the Network now, but- this
software is not yet widely used.) In
addition, the worker computers them-
selves may become mGre specialized
with some machines serving m~stly as
number crunchers and others as
general-purpose front ends to the
number crunchers.

7
6. Increased use of intelligent and

graphics term~nals.

3. Prollferatlon of d~strlbuted pr~ces-
sors (DPs) and local netburks of IIPs
wlthln tk.e Lakaratory bu- outslfle the
ICN. For a variety of reasons. the
number of mlnl- and mldlccmi-,uters ciUt-
slde the ICN continues to grak. They
are used bcth for specialize.d Fur-
peses, such as prGcess central. ari.fl

for general Cornputlnfg; some are zcn-
nected in small lucal neLk~rks T~_; i-

cally these can ccmunur.lcate ~itti ari.;

node In the ICN vla .i’~ET.

u. Electronic mall. Some electran]c mail
system ~111 probdbly be lnsLalle,~ at
the Laboratory vlLhln the riext te’
years, alth~~gh It may be lm~lPfn~I,L&,d
iiS a Separate M~Clialiisf,, ratli~ r Lhan

through the ICN.

5. ~onnectlons b“lLh remti[e ricLburks. TtiP

most llkel}: candl.iaLes are Ltie LC,M~~IJL-

lng facllltles at ,>tker Ile}-.arLmrrit of

Eriergy lahor~torles. Slnc-e these ln-

stallatlcns tend. aL present. L., have
SUfflClent Computing ~’ti-cr tc.r Lli~ir
oh-n needs. the connr~t~aris Kill }~rc$}-
ably br !Jsed to tr.lrister dac.i. prc.-
grams. rep@rts, etc. . r~th~r tti.=n Lc
allo~ remotr us.? of cur c:~m~llLers
Slmllar Ccnliectlijrls Cc addlLlofi.11 rieL-

●elks arr possible.

Eafh of thest five fai:Lcrs lC r:tiirr a
trend that we s~e now in c[nrput :ng .it I.o~
Alamos or a capability currently t.ellig (ii .-
cussed ana conslderrd for lnclusl~~n her-e Ir

other tiords, we dld not attempt =ny serlcils
long-range crystal ha!l 8azlng, al~h~ugh the
mezhod alloks thlri lf you have thr ;.:urJge
(see Section El. In the next sectl(>n, we
dlscu~s thr effect of each of ~hrsr flvp tac-
tarz on neLKGrk mess~ge raLes.

3.3 Analysls of Fiictors

It seems •as~rst La break the esLlmltlon
of thr ●ffect that a change hill have on any



stem measure into two steps. First, one
n analyze the qualitative aspects of the
feet. For example, is the effect most na-
rally expressed as a ratio to the present
mber of messages a user generates or as an
dition to that number? Is it independent

the user’s current activity? Is it in-
pendent of the number of users? Answe-s to
ese questions will determine the position

the factor, which represents a ~iven
ange in the polynomial formula for comput-
g the value that the measure is expected to
ve in the future. The second step is then

plug in a numeric value for each factor,
perhaps a range of numeric values.

we will illustrate this two-step process
r each of the factors described in the pre-
ous section.

1. The specialization of the Network will
clearly increase message rates. As
specialized service nodes are added
one by one, an individual user doing
tasks functionally equivalent to
present tasks will generate, perhaps
even unknowingly, more network mes-
sages as his fries are skipped to
these nodes, The portion of a user’s
messages due to specialization will
gr>w in proportion to the increased
snerlalization of the Network. Theve-
fore , a formula for the number of
small mrssagrs in the Network should
contain a multiplicative factor a in a
t!rm

d’::m’::Ny,

where Ny is the n~lber of ICN users in
the !I::urc year in question and m is
the observed rate of small messages
per user toddy. That is, specializa-
tion will increase small nlessages per
usrr per unit time by some factor a.
There will be a similar trrm

A.::P]:(Ny

in the formula for larRe messages.
The way specialized nodes are now used
indicates that the users will mostly
ship large files that will appear as
large messaues; thi$ is partly a
matter of economics. For every large
message in our network thrte is at
l~ast oue small protocol message, so
?.llat the abso~ljte increase in thr two
types may be about equal; however, he-
cuuse there ar~ presently more small
than large messages, A is greater
than u.

Ii wc observe that 80% of large mes-

sages currentlv go to or from special-
ized nodes, and if we believe that a
user will generate 50% more messages
because of network specialization by
year y, then the value for A in the
formula for that year should be 1.4.
We might plug in values of 1.2, 1.4,
and 1.8 to get a range of answers
corresponding to a range of assump-
tions about future neLwork specializa-
tion.

2. The ●ffect of intelligent and graphics
terminals will be limited almost en-
tirely to the front end of the Net-
work. The use of graphics terminals
will. increase the large message rate
from workers to terminals, because
terminal output will sometimes consist
of plot information for a full screen
instead of one line of text. The ef-
fect of intelligent terminals, whether
graphics or not, may be complicated.
On the one hand, t+e ability to do lo-
cal processing, especially screen
editing, should result in fewer mes-
sages of much larger average size. On
the other hand, some users may program
their terminals to issue very frequent
program or network status checks on a
background basis and take some act?on
only when a certain response IS ob-
tained, thus greatly increasing the
small message rate.

3.

In any case, the factors b and B
representing this effect should proh-
ab;~ be multiplicative as are a and A
above . Management projections indi-
cate that idOO of the terminals In the
Lab will be intelligent in 10 years.
We have nbserved that, at present,
about one-fourth of all termill~ls arc

logged in on any morning, An assump-
tion of an upper bound of 2,5 large
messages per minute at these tcrminais
gives 625 large mrssages per ml[iute,
which is about half Lhc pr.*sent rate;
thus, we used values of from 1,1 to
1,5 for B. We used vallfes 0! from 0.9
tel. lforb. The sma!l ra,~gr of
values for b indicates that not all
terminals will be intelligent and that
most messages are already”small.

The increased use of distributed pro-
cessors ●nd of local networks ~)ill
certainly decrease the lCN messag(g
rate per uiucr, Almost all of these
users’ terminal lraffic, which con-
sists mostly of small messitgcs, will
be eliminated from the lCN. They will
still use the ICN for ●xecuting large



~-’; ‘~srams prepared locally and for spe-

9 cial senrices ❑ostly involving large
files.

Once again, -e decided that the fac-
3 tors c and C should be ratios of th=

present messags rates per user.
Values of from 0.5 to 1 for C and 0.25
to 1 for c seem reasonable.

4. If ●lectronic mail is implemented us-
ing the ICN, then, obviously, message
traffic will increase. IL is nOt at
all clear that there is any cGrrela-
tlon betueen the rate at which users
currently generate me~sages and the
rate ● t b-hlch Lhey WI1l receive mall.
Hc~ever, mall trafilc VL1l probably be
prsp:rtlonal to the n-umber of pecple
Ls~n~ the system. Fe assned the re-
latl:fish:p h-ill be lln~ar (although
there are certal.:ly other plauslble
p~~s;bllltles]. Thas be lncl~ded
Lerm5

d’-hy and D%y

In Lke formtilas for the number cf
szall anj large messages. We c:entu-
all}- decided that pe~p]? b-CUlj scfid
and receive less ‘ban fx~-e 13rge rdll-

1~3s per d~y. khlch 1s a riegl:glkle

3k!lLicfi t. c~r lead; theref=re, ~e
~se-J the val-ue Zerc fcr ~.

L<. The a~~itl:nal message trsffl= ca~sej
ty c:ticectlng =tir net~ork Lo Ctkers
k:ulj ije~end very mucli an the admlnls-
Lrat;ve nat”rc of Lhe connection. If
rem:te users ~ere glvec. esseritlallv
the Sare c3Fak~lltleS as 10Cal use -.
Lhefi Lhe a~FreFrlaLe alJUstnienL LO Ltie
f3rmtilaS 1s s1P131Y tO increase tk~
vale of S by the n~mber of rem=ce

users. If use cf the cannectlon lS
resLrlrted to shdr~ng prcgrams, data,
and repcrLs hetb-een SlteS. lrl oLher

Lords . Af thr llnk 1s us-d as a fast

subsLILuLe for the postal Service.
~heti the mrssage ratr m“.ghL be ln-
dependenL af Lhe num}’er of usrrs alto-
gether and might depend !nsteld on
programmatlu sched~les. ke •~s~,.d
thaL the latter was more llkely ●nd
added a slm~le term ● to each formula
to arrcunt fcr some small constant
number af messa8cs due to thlE connec”
tlon.

3.6 Formulas

CallGCLIn8 all the terms def]nrd In thr
lreviouti Section rr%ulL@d in the folloklng

[ortsula~:

Sny = a*b-*c<:n#Ny * d’:hy + e

I.tly = A<’B:’C%FNy + D<-Ny ● E

where

SHy dnd IMy

m and II

Ny

a

t!

c

d

e

are the number of small
and large messages per
second in the ICN In jear
Y;

are the current (IS5CJ
number of small and larg:
messages per secc~i Fer
user;

1s the c=ber sf C.IF tisers
that year:

1s Lhe fact=r by --hlc~
neLkork sFeciailzatl:n
b-ill affect Lhe ri~~per cf
srl,all mess33es per se:zn~
per user rfiat year.

represents the eiiec~ cf
lfiteiligerit Ler~]nJis.

reFreS~fiLS Lt.e efie(L zf
dls:rll?”te-i pr:cess;!;g.

1s :he n-~~rtir cf s~j]i
mess3ges Fer bser [-er
SeC=Gd d~e t; ele”Lr-’.i :
mall:

1s ttie fiur!er ci 4j~ltl:r,-
al s~all %ess.lgss Fer
sec=nd ~:le L= err;:-e=tl:l~s
to ●xterrial nt=t=. r}s. ai:i

A. B, C. D. and E are t~e c=rrcs~:ri;”~ iJi
●.crs rcr large M(=sslgcs

ke can ..ok plug Varletis vaiues I:r efi:k
cf the facL-rs Into the fcrm”la ~ii! zit test

guess... .k-~rst <-se,’. and cth~r \-Jl:.eS !::
message Lrafflc. he (an alsc •x~crl~-vL - th
the ●ffects cf FarLICUlar dssbm~~l;[is. f:r
●xampl~, k-e can assunrd thaL al] Cerm,l:l]s
w1ll be intelligent In ]0 years cr tri.It eiec-
trOnlC mall traiflC 1s pro~ortlonnl t? Lhr

square of the numbrr of users. lie cJn lnves-
tlgatr ‘.~l~asLpr”’ scenar~os; to ~ll[~~trat~,
we can .]etermln? the rate ● t whlrh lc~clll-
8cnt t~rmlnal mners WCUIIJhalve to grnerdte
status qurrles to the Net~ark tc sat.r.,tr ltS
message handllnq cmpa~-lty. Flnaliy, ~F r.in
determine by lnsp~ctlon or by trial ~hlch as-

sumptlona •r~ most rrltlcal, for ●xamrle. the
●bove formulas are clearly more 3enslLlvP tO
the value of a than to the valur uf r



3.5 Other Possible Factors

The five change factors discussed above
re certainly not the only ones that will af-
~ct computing in the Laboratory in the next
5W years. Since w~ constructed the abave
)rmulas, we have learned that, unknown to
;, others in the Laboratory were a!ready
;anning another change, namely a
lboratory-wide automated information cnanage-
~nt system [AIHS). Some of the pieces of
Ich a system, such as accounting programs
Id some inventory programs, are already run
1 worker computers in the ICN. Their in-
)-ration into ● comprehensive, widely usedk>
lnagement information system would certainly
lcrezse network message rates. The point of
lis ●xample is that as many people as possi-
,e, irom a variety of disciplin~s, should be
)ciuded in tsle process of thinking of
:anges in computing.

?!ore speculative changes than those we
lve given might also be included in a prc-
~ction. Very powerful processors on a sin-
,e chip wall soon be available at very low
)St. The use of higk-qualitv graphics out-
lt deviccx may become much more widespread
: the Laboratory to display movies (16
:ames of graphics output Fer seco.ld) used to
:udy simulation modeling programs. Although
:esent worker computers are not copable of
:oducing It} frames per sec{lnd from these
:ograms, long sequences of frames could be
!nerated and stored in CFS; these could be
ptclled and fed LO the grallhics device by the
leap powerful processor at such a rate. If
Iis happens, it w1ll greatly increase the
,rge message rate.

4. Conclusions

Inserting ol:r “best guess” factor values
ILO the above formulas resulted in message
,t.es fol. ]99(3 of five to aix times th~.
esent observed ratps. To anyone familiar
th the hisLory of computing, it might secm

Ilikrly th~t ~ny workload measure on any
~stem will grow by “only” 500% in 10 yeafs.

this projection, in fact, tu?ns out to be
)w, the rrason will probably be that we
Iiled to ●nticipate some development in com-
ltin~ that rtdically affects n~twork use.
Ie necessity of anticipating such chat~g’s
,, of cours~, the greaiest weakneas of our
ILhod; I,owpver, this weakn~ss in inherent to
Ie probiem. It can be overcome somewhat by
:questing input from as many people as pos-
ble.

Our mr!hud of prediction presented in
iis paper identifies specific a~numptions,

allows experimenting with different values
‘ facto!s to ae~ the nart ●ach nlavs in thp

total prediction. Here accurate dats about
the ●ffect of a given change can be easily

incorporated into the formulas so that pred-
ictions grow more accurate in an ●volutionary
way. Concentrating on the ●ffects on indivi-
dual users might also work well for shart-
term predictions, but we found this method
●specially helpful as a way of isolating and
organizing ~he uncertainties and shakey as-
sumptions inherent in long-range prediction.
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